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ABSTRACT

Aims. Working towards improved space weather predictions, we aim to quantify how the critical height at which the torus instability
drives coronal mass ejections (CMEs) varies over time in a sample of solar active regions.
Methods. We model the coronal magnetic fields of 42 active regions and quantify the critical height at their central polarity inversion
lines throughout their observed lifetimes. We then compare these heights to the changing magnetic flux at the photospheric boundary
and identify CMEs in these regions.
Results. In our sample, the rates of CMEs per unit time are twice as high during phases when magnetic flux is increasing than when it
is decreasing, and during those phases of increasing flux, the rate of CMEs is 63% higher when the critical height is rising than when it
is falling. Furthermore, we support and extend the results of previous studies by demonstrating that the critical height in active regions
is generally proportional to the separation of their magnetic polarities through time. When the separation of magnetic polarities in
an active region increases, for example during the continuous emergence and expansion of a magnetic bipole, the critical height also
tends to increase. Conversely, when the polarity separation decreases, for example due to the emergence of a new, compact bipole at
the central inversion line of an existing active region or into a quiet Sun environment, the critical height tends to decrease.

Key words. Sun: magnetic fields – Sun: corona – Sun: coronal mass ejections

1. Introduction

Coronal mass ejections (CMEs) from the Sun can significantly
impact human activities on Earth, in near-Earth space, and
throughout the heliosphere. However, we are presently unable to
predict the eruptions of CMEs, so accurate forecasting of CME
effects can only begin once an eruption has already occurred.
CMEs typically take between 1 and 3 days to reach the Earth, so
the production of space weather forecasts with 5-day lead times,
as desired by the affected sectors (Krausmann et al. 2016), would
require the prediction of CMEs 2–4 days before they occur.

Additionally, improved CME predictions would directly
benefit scientific missions. Launched in February 2020 and be-
ginning its nominal mission phase in November 2021, the Euro-
pean Space Agency’s Solar Orbiter mission (Müller et al. 2020)
aims to answer a number of outstanding science questions, in-
cluding how solar transients, such as CMEs, drive variability in
the heliosphere (Zouganelis et al. 2020). Solar Orbiter boasts an
impressive suite of in situ and remote-sensing instruments that
will collect data to help to answer this question. The Extreme
Ultraviolet Imager (EUI; Rochus et al. 2020) and the Polarimet-
ric and Helioseismic Imager (PHI; Solanki et al. 2020) instru-
ments each feature multiple telescopes, with one dedicated to
imaging the full solar disc, and at least one other that can image
smaller, targeted fields-of-view at higher spatial resolutions (PHI
has one high-resolution telescope and EUI has two for observing
at extreme-ultraviolet (EUV) and Lyman-α wavelengths). In or-
der to maximise the efficient collection of high-quality data and
answer the proposed science questions, the targeting of Solar
Orbiter’s high-resolution remote-sensing observations must be

planned meticulously, compounded also by the time constraints
on planning observations for a mission in deep space. By identi-
fying regions on the Sun that are more likely to produce eruptive
events, observation planners such as those for the Solar Orbiter
mission, the EUV Imaging Spectrometer (Culhane et al. 2007)
and Solar Optical Telescope (Tsuneta et al. 2008) instruments
onboard Hinode (Kosugi et al. 2007), and the upcoming Euro-
pean Solar Telescope (Jurčák et al. 2019) can optimise the yield
of valuable data.

By developing our understanding of the mechanisms in-
volved in CME initiation, we can work towards predicting CMEs
hours or even days before they occur. At present, the commonly
reported mechanisms that drive CMEs into interplanetary space
can be categorised into two groups: resistive and ideal processes
(Table 1 of Green et al. 2018). On the one hand, some stud-
ies attribute CME acceleration to a runaway process of mag-
netic flare-reconnection, e.g. in a ‘magnetic breakout’ scenario
(Antiochos et al. 1999), whereas others conclude that CMEs are
driven by an ideal magnetohydrodynamic instability, such as the
torus instability (Kliem & Török 2006). The torus instability oc-
curs when the outward expansion of a toroidal structure can not
be balanced by an oppositely-directed external force. In the solar
atmosphere, twisted, semi-toroidal structures known as magnetic
flux ropes carry electric currents and tend to expand via the hoop
force, with overlying magnetic loops contributing a constraining
external tension force.

A parameter known as the magnetic decay index, n, quanti-
fies how the strength of the poloidal component of an external
magnetic field, Bext,p, (the component that contributes to the ten-
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sion force) changes with the radius of a torus, R:

n = −
d ln Bext,p

d ln R
. (1)

Bateman (1978) showed that a ring of current would be unsta-
ble to expansion if embedded within an external magnetic field
where the decay index is above a critical value of nc = 1.5,
and Kliem & Török (2006) later demonstrated the applicabil-
ity of this scenario to the driving of CMEs. If n ≥ nc at the
axis of a flux rope, the structure will undergo runaway expan-
sion, erupting as a CME. Theoretical studies have found values
of nc = 1.1 − 1.3 for straight flux ropes (Démoulin & Aulanier
2010) and nc = 1.5 − 1.9 in circular flux ropes (Török & Kliem
2007; Fan & Gibson 2007). Recent observational results iden-
tify average thresholds of nc = 1.2 ± 0.2 and nc = 1.6 ± 0.1
in eruptions of quiescent filaments and hot channel flux ropes,
respectively (Cheng et al. 2020).

It has been shown that the height at which the critical decay
index occurs (hereafter referred to simply as the critical height,
hc = h(n = nc)) in active regions at the times of two-ribbon flares
is approximately half of the distance between the centroids of
the region’s leading and trailing magnetic polarities (Wang et al.
2017; Baumgartner et al. 2018). In this paper, we extend this
result by investigating how the critical height in active regions
varies over time, not only at the onset times of eruptions, and
by interpreting the results in the context of the evolving active
region magnetic flux, which we break down into phases.

The magnetic flux in active regions is strongly linked to erup-
tive activity. The formation of pre-eruptive structures can be trig-
gered during periods of magnetic flux emergence (James et al.
2017, 2018) as well as flux cancellation (Green et al. 2011;
Yardley et al. 2018), and it is widely known that more magneti-
cally complex active regions (e.g. with βγ and δ Mount Wilson
classifications) produce more CMEs than magnetically simple (α
and β class) regions (Chen et al. 2011). By examining the chang-
ing quantity and complexity of magnetic flux in active regions,
tracking the calculated critical height, and identifying the onset
times of CMEs from those regions, we aim to understand how
these factors in the solar atmosphere combine to create the most
favourable conditions for a CME.

In Section 2, we outline the data used in this work and the
regions we selected for study. Section 3 contains descriptions of
the methods used for quantifying various parameters, categoris-
ing the observed lives of active regions into phases, and identi-
fying CMEs, and Section 4 contains our results. We discuss our
findings and their implications in Section 5 and present conclu-
sions in Section 6.

2. Data and event selection

In this work, we use observations of the photospheric mag-
netic field from the Helioseismic and Magnetic Imager (HMI;
Scherrer et al. 2012) onboard the Solar Dynamics Observa-
tory (SDO; Pesnell et al. 2012). HMI Active Region Patches
(HARPs; Hoeksema et al. 2014) provide a convenient method
of providing fixed boundaries around one active region or more
whilst containing the full extent of the region(s) at all times.
We use radial magnetic field component magnetograms from
the hmi.sharp_cea_720s dataset. Magnetograms in this SHARP
dataset (Spaceweather HMI Active Region Patch; Bobra et al.
2014) are provided in a cylindrical equal-area projection, mean-
ing each pixel corresponds to an equal area of the solar surface
(0.03◦×0.03◦) and the magnetograms are projected in a way such

that the observer’s perspective is as if directly above the HARP
at any longitude. We spatially rebin the magnetograms by a fac-
tor of 6, such that each pixel represents a width of ≈ 2.18 Mm at
a distance of 1 AU, and we use magnetograms that are taken 1
hour apart.

We select 42 HARPs, spanning much of solar cycle 24, and
examine one NOAA active region in each HARP. The active re-
gions display a wide range of magnetic complexities, including
periods with relatively simple α and β classes, and more complex
γ and δ Mount Wilson classifications. To bolster the number of
bipolar active regions in our sample, we include some regions
that were previously studied by Yardley et al. (2018), and for
more regions with complex magnetic structures, we incorporate
some events studied by Toriumi et al. (2017). HMI’s magnetic
field observations are noisier at the solar limb than at disc cen-
tre (Liu et al. 2012), so we choose to only examine the active
regions at times when they are within ±60◦ of central meridian
as viewed from Earth. In total, we examine and extrapolate 6951
magnetograms to cover the observed lives of the 42 active re-
gions at a 1-hour cadence. The identifying HARP numbers of
the regions studied in this work, the numbers of the NOAA ac-
tive regions contained in each HARP, and the start and end times
of our observations can be found in Table 1.

The coronal magnetic field external to a current-carrying
flux rope is often approximated with a potential field (e.g.
Török & Kliem 2007; Zuccarello et al. 2015; Wang et al. 2017).
To produce models of the potential magnetic field, we use an
implementation of the boundary value solution via Fourier trans-
forms outlined by Alissandrakis (1981) to extrapolate radial field
component SHARP magnetograms into a volume with a force-
free parameter equal to zero throughout the volume. Pixels in the
extrapolation volume are uniform in all spatial dimensions, shar-
ing the scaling of the rebinned SHARP magnetograms. Thus,
setting the upper boundary of the extrapolation volume to a
height of 151 pixels above the lower boundary magnetogram, the
resulting extrapolated field volume reaches a maximum altitude
representative of 329 Mm or 0.47 R& above the photosphere.

The component of the external magnetic field relevant to the
torus instability is the poloidal component (Bext,p in Equation 1),
i.e. that perpendicular to the axis of a flux rope. Since we do not
know where the axes of flux ropes may lie in the active region
volumes studied in this work, we don’t know which direction is
the poloidal one. Instead, we choose the horizontal component

(Bext,p ≈ Bh =
√

B2
x + B2

y) as a general approximation. This as-
sumption has been made before in similar studies (e.g. Liu 2008;
Zuccarello et al. 2015; Wang et al. 2017), and also helps to ac-
count for any rotation of the flux rope axis during the onset of
a CME that would cause the poloidal direction to change over
time within the horizontal plane. By taking the vertical direc-
tion in our extrapolated field volumes as the direction of interest
relevant to the torus instability (R in Equation 1), we can com-
pute the decay index throughout the extrapolated potential field
volumes.

To identify CMEs in each active region, we examine
observations from the Atmospheric Imaging Assembly (AIA;
Lemen et al. 2012) onboard SDO using the JHelioviewer soft-
ware (Müller et al. 2017). The numerous channels of AIA en-
able us to examine plasma at different temperature ranges, and
in this work we analyse observations from the 131 Å (response
peaks at 105.6 K and 107.0 K), 171 Å (105.8 K), 193 Å (106.2 K
and 107.3 K), 211 Å (106.3 K), 304 Å (104.7 K), and 1600 Å
(105.0 K) channels. AIA images in JHelioviewer are available at
the full spatial resolution of 1.5′′ and a reduced cadence of 36
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Table 1. Table of events.

HARP NOAA Start Time (UT) End Time (UT) CME Onset (UT) hc (Mm) CME Phase
104 11092 2010-07-31 00:00 2010-08-07 13:00 1st@07:45 67 ±15 DD
114 11095 2010-08-05 09:00 2010-08-13 00:00
131 11098 2010-08-11 00:00 2010-08-17 23:00
135 11100 2010-08-18 06:00 2010-08-24 20:00
146 11102 2010-08-25 04:00 2010-09-02 00:00
241 11120 2010-11-02 00:00 2010-11-09 00:00
377 11158 2011-02-10 23:00 2011-02-18 00:00 13th@17:34, 14th@02:39, 33 ± 15, 38 ± 12 II, ID,

14th@06:52, 14th@12:44, 39 ± 10, 40 ± 7 ID, ID,
14th@17:24, 14th@19:23, 41 ± 5, 41 ± 5 ID, ID,
15th@01:48 42 ± 3 ID

429 11173 2011-03-16 03:00 2011-03-24 02:00 19th@15:13 30 ± 2 DD
451 11183 2011-03-29 14:00 2011-04-05 19:00
538 11200 2011-04-26 08:00 2011-05-04 08:00 29th@12:46 28 ±4 ID
661 11234 2011-06-10 16:00 2011-06-18 05:00 14th@04:20, 15th@03:43, 37 ±4, 37 ±5, ID, ID,

17th@00:15 39 ±4 II
750 11261 2011-07-29 00:00 2011-08-05 06:00 2nd@05:40, 3rd@13:18, 23 ± 7, 33 ± 20, DD, II,

4th@03:44 44 ± 28 II
833 11283 2011-09-02 18:00 2011-09-09 09:00 6th@01:40, 6th@22:13, 47 ± 17, 54 ± 20, DD, DD,

7th@22:34, 9th@05:59 43 ± 24, 53 ± 26 ID, ID
1750 11504 2012-06-11 14:00 2012-06-18 17:00 13th@12:40, 14th@13:30 46 ±2, 49 ±2 II, II
1807 11515 2012-06-29 22:00 2012-07-06 06:00 30th@06:07, 1st@14:57, 39 ± 18, 43 ± 26, DI, DD,

4th@04:30, 4th@08:04, 50 ± 27, 50 ± 27, ID, ID,
4th@12:17, 4th@19:42, 50 ± 26, 50 ± 24, ID, II,
5th@13:02, 5th@21:39 48 ± 24, 47 ± 24 II, II

1930 11542 2012-08-09 03:00 2012-08-16 14:00 9th@11:33, 12th@23:35, 42 ±4, 46 ±3, DI, DI,
14th@00:21 46 ±3 II

1997 11561 2012-08-30 01:00 2012-09-05 05:00
2137 11598 2012-10-23 21:00 2012-11-01 00:00 26th@15:48 29 ±6 DD
2504 11680 2013-02-24 17:00 2013-03-04 22:00
3049 11813 2013-08-06 16:00 2013-08-11 13:00
3248 11856 2013-10-04 12:00 2013-10-12 03:00
3326 11886 2013-10-28 05:00 2013-11-02 10:00
3894 12017 2014-03-23 19:00 2014-03-31 04:00 28th@19:09, 28th@23:44, 47 ±9, 47 ±10, II, II,

29th@17:45, 30th@11:45 48 ± 15, 48 ± 18 II, II
3912 12021 2014-03-29 01:00 2014-04-04 19:00
3999 11813 2014-04-12 17:00 2014-04-19 16:00 17th@21:51, 18th@12:31 36 ±5, 40 ±5 II, II
4228 12090 2014-06-13 19:00 2014-06-21 00:00
4440 12135 2014-08-07 23:00 2014-08-15 10:00
4901 12229 2014-12-05 05:00 2014-12-11 00:00
4941 12241 2014-12-16 02:00 2014-12-23 05:00 17th@01:27, 18th@21:36, 49 ±12, 42 ±9, II, DI,

21st@10:59 48 ±11 II
5211 12283 2015-02-12 09:00 2015-02-15 20:00
5298 12297 2015-03-10 00:00 2015-03-16 21:00 9th@23:28, 11th@16:13, 39 ± 15, 44 ± 18, DD, DD,

15th@00:36 58 ± 27 II
5721 12374 2015-06-28 07:00 2015-06-30 06:00
5880 12401 2015-08-13 23:00 2015-08-21 15:00 15th@11:45 29 ±1 DI
5963 12419 2015-09-15 18:00 2015-09-23 16:00
5991 12427 2015-09-27 23:00 2015-10-05 14:00
6002 12429 2015-10-07 10:00 2015-10-15 03:00
6099 12453 2015-11-12 12:00 2015-11-18 05:00
6107 12455 2015-11-14 11:00 2015-11-21 02:00
6454 12526 2016-03-26 17:00 2016-04-03 08:00
6500 12532 2016-04-18 05:00 2016-04-25 16:00
6794 12599 2016-10-06 03:00 2016-10-13 06:00
6982 12648 2017-04-03 22:00 2017-04-11 16:00

Notes. HARP and NOAA active region numbers for each event and the start and end times they are studied between. Onset times of observed
CMEs are given, as well as the critical height (hc) at CME onset calculated from whichever extrapolation is based on the boundary magnetogram
from the closest time. Evolutionary phases of active regions at CME onset are indicated by two letters, with the first denoting whether unsigned
magnetic flux is increasing (I), decreasing (D), or approximately flat (F), and the second letter representing the same for the critical height.
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seconds (in comparison to the native 12 second cadence of the
instrument).

We also check for eruption signatures using the 195 Å
channel of the Extreme Ultraviolet Imager (EUVI) instrument
which is part of the Sun Earth Connection Coronal and He-
liospheric Investigation (SECCHI; Howard et al. 2008) package
onboard the Solar Terrestrial Relations Observatory (STEREO;
Kaiser et al. 2008) spacecraft. The STEREO spacecraft provide
complementary observation angles to those from SDO, at times
enabling us to view active regions simultaneously from above
and from the side. The spatial resolution of EUVI is 3.2′′, and
195 Å EUVI images in JHelioviewer are available at a cadence
of 5 minutes.

To identify whether the eruption signatures seen in AIA and
EUVI observations are associated with successful eruptions of
CMEs, we inspect white light images from the C2 telescope
of the Large Angle and Spectrometric Coronagraph (LASCO;
Brueckner et al. 1995) onboard the Solar and Heliospheric Ob-
servatory (SOHO; Domingo et al. 1995) and the COR2 corona-
graphs from STEREO SECCHI. LASCO C2 observes between
1.5 and 6 R& from disc centre at a cadence of 12 minutes, and the
STEREO COR2 telescopes image from 2.5−15 R& at a cadence
of 15 minutes.

Full details of the method used to identify CMEs in the stud-
ied active regions are given in Section 3.3. The onset times of the
observed CMEs are presented in Table 1, corresponding to ei-
ther the start time of the eruptive flare or the fast rise of erupting
structures. We also record the critical height at CME onset cal-
culated from the extrapolation of whichever magnetogram was
imaged at the closest time, and indicate the evolutionary phase
the source active region was in at the time of each CME, based
on the changing unsigned magnetic flux and critical height (see
Section 3.2 for more information on how these phases are deter-
mined).

3. Methods

3.1. Quantifying magnetic flux, polarity separation, and
critical height

We calculate the magnetic flux crossing the photosphere in each
studied active region at every observed time step. If the SHARP
magnetograms for a given event feature more than one active
region, we only count magnetic flux within a cropped area that
contains the active region we are interested in.

To remove the significant contribution of magnetic flux
that comes from noisy measurements in weak-field pixels
(Hoeksema et al. 2014), we produce a mask by first applying a
7 × 7 pixel spatial smoothing to the magnetogram, and then ex-
cluding pixels where the smoothed field strength is below 100 G.
We then apply this mask to the original magnetogram and sum
the unmasked positive and negative magnetic flux. The thresh-
olding and masking is illustrated in Figure 1 with contours that
outline the pixels to be included in flux calculations. The un-
signed magnetic flux is computed by adding the magnitudes of
the positive and negative fluxes together and dividing by two.

From the masks of magnetic flux described above, we also
find the flux-weighted centroids of positive and negative polar-
ity in each SHARP magnetogram. We use the distance between
these centroids to quantify the mean separation between positive
and negative polarities in each region through time. Whilst this
method provides an effective representation of polarity separa-
tion in relatively bipolar active regions, it may be less represen-
tative in multipolar regions.

Fig. 1. Red and blue contours outline the pixels used for totalling the
positive and negative radial magnetic flux, respectively. Two orange cir-
cles indicate the flux-weighted centres of the contoured positive and
negative magnetic flux. The green rectangle shows the user-defined re-
gion of interest in which polarity inversion lines are detected, and inver-
sion line pixels are coloured according to the local critical height. Pixels
represent approximately 2.18 Mm in each spatial dimension.

Although we compute the decay index throughout the full
extrapolated potential field volumes, the critical height for CMEs
is only relevant at the locations where magnetic flux ropes may
form and erupt. Flux ropes have their footpoints in opposite mag-
netic polarities, and their axes tend to lie along polarity inver-
sion lines (PILs), evidenced by filament channels in some lower-
lying flux ropes (e.g. Wang & Liu 2019) and even in nonlin-
ear force-free field extrapolations of higher altitude flux ropes
(e.g. James et al. 2018). Therefore, we focus our analysis of the
critical height along PILs. Practically, we define a rectangular
sub-region of interest within each magnetogram, and then detect
PILs in that area automatically by finding neighbouring pixels
where the polarity of the smoothed radial magnetic field com-
ponent changes sign (illustrated in Figure 1). The sub-regions
are chosen so that they completely encompass the PIL that ex-
ists between the strong magnetic polarities in each active region.
This is intended to avoid examining parts of the PIL that are ill-
defined in the periphery of the active region where the magnetic
field is weaker and noisier. We then find the height above each
PIL pixel at which the decay index changes from sub-critical
to critical and take the mean of these critical heights along the
PIL to give a single, average critical height that is representative
for each active region at a given time. We estimate the uncer-
tainty in the critical heights using the standard deviation of the
mean. At times, there may be multiple instances of the critical
height above a single pixel (i.e. the decay index profile in height
is saddle shaped; Guo et al. 2010; Luo & Liu 2022). We remove
the bottom three layers of each extrapolation volume in order to
neglect spurious critical heights that can manifest there as a re-
sult of noise in the boundary photospheric magnetograms, and
then we select the lowest remaining critical height above each
pixel. In some cases, saddle-profiles have been reported to lead
to confined or two-step eruptions when erupting structures en-
counter a torus-stable region between two critical heights (e.g.
Gosain et al. 2016; Liu et al. 2018), but successful eruptions can
also occur (e.g. Wang et al. 2017) when the erupting structure
continues to accelerate through the stable region due to the feed-
back process of magnetic reconnection (Inoue et al. 2018).

3.2. Categorising phases of active region evolution

Having followed the procedures outlined in Section 3.1, we
have values of the total unsigned magnetic flux, average criti-
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cal height, and mean magnetic polarity separation at a 1 hour
cadence throughout the lives of each HARP region. To remove
the systematic effects of HMI’s 12- and 24-hour periodic varia-
tions in observed magnetic flux (Liu et al. 2012; Hoeksema et al.
2014), we smooth the curves of magnetic flux, critical height,
and polarity separation in time using a moving average window
of 24 data points. Since this method can not be applied equally at
the boundaries of the curves (i.e. within the first and last 12 data
points of each sequence), the (N < 12)th data point is replaced
with the average of itself, the preceding N data points, and the
subsequent 11 points. Similarly, the (N > L − 12)th data point
(where L is the total number of data points in the series) is re-
placed by the average of itself, the preceding 12 data points, and
the subsequent L−N points. Plainly, the smoothing of quantities
is asymmetric near the beginning and end of each time series,
using fewer data points.

We divide the lives of each active region into several ‘phases’
based on intervals of time during which the (smoothed) unsigned
magnetic flux and critical height are evolving uniformly. Specif-
ically, we categorise each phase of an active region’s observed
life in to one of nine categories, based on whether the magnetic
flux is increasing, decreasing, or flat (unchanging), and whether
the critical height is increasing, decreasing, or flat over a given
time period. Due to the ever-evolving nature of the solar atmo-
sphere, we rarely see the unsigned flux and critical height re-
main truly ‘flat’ for more than a couple of data points (within
the precision of 1/100th of the total unsigned flux and 1/10th of
a Mm), however we also assign the ‘flat’ label if either quan-
tity tends to oscillates around a central value for several data
points, with no significant net increase or decrease. When the
increasing/decreasing/flat trend of one or both of the unsigned
flux and critical height changes, we mark the boundary of a new
phase. In cases where the trends of the flux and critical height
both change within just a few hours of each other, we desig-
nate only one new phase rather than defining two new phases
shortly after each other, with the boundary time marked as the
middle time between the turning points. After all, there is some
room for uncertainty in determining the precise times at which
new phases begin because we smooth the observed quantities in
time, as described in the previous paragraph, and because there
can be a lag of several hours between the emergence of a new
bipole and the reconfiguration of coronal field at high altitudes
that determines the critical height.

By defining phases, we can collect statistics on how often
increasing/decreasing/flat magnetic flux evolution in an active
region is accompanied by an increasing/decreasing/flat critical
height. To ensure a comprehensive and balanced study, our sam-
ple of active regions was selected to capture a mixture of mag-
netic complexities. To see the effect of magnetic complexity on
our results, we further subdivide these phases according to the
Mount Wilson class of each active region. This allows us to dis-
tinguish between, for example, periods of increasing magnetic
flux and increasing critical height in ‘simple’ (α or β class) and
‘complex’ (γ or δ class) active regions. Whilst the magnetic com-
plexity of an active region can physically vary on timescales of
minutes (e.g. due to magnetic flux emergence), the Mount Wil-
son class of an active region is only reassessed daily. This means
the categorisation of phases by their complexity is subject to
some uncertainty in time. On the other hand, the Mount Wil-
son scheme is an established and practical measure of complex-
ity, and therefore its use in this work lends insight into how our
methodology could be employed in space weather forecasting
using existing datasets.

3.3. Identifying CMEs

In order to understand how the changing magnetic flux and criti-
cal height affect CME productivity, we must identify CMEs that
erupt from our sample of active regions during the period of
study (i.e. when the regions are between ±60◦ of disc centre as
viewed from SDO). First, we identify flaring activity in EUV
images, using data from the 131 Å, 171 Å, and 193 Å channels
of SDO/AIA and the 195 Å channel of STEREO/EUVI. Then,
we search for associated ejecta in the SOHO/LASCO C2 coron-
agraph and/or the STEREO COR2 coronagraphs. We are able to
determine whether ejecta are associated with active region flares
by comparing the quadrant of the corongraph images they ap-
pear in and their speeds as noted in the LASCO CME catalog1

to the location and timing of the flare on the solar disc. The onset
times of CMEs presented in Table 1 are taken as the start time of
the eruptive flare associated with each CME.

To focus on CMEs where the torus instability may indeed
be a relevant driving mechanism, we select only eruptions that
exhibit indicators that a magnetic flux rope may be present.
These include one or more of: EUV dimmings associated with
decreases in plasma density that can occur at the footpoints of
erupting flux ropes (Thompson et al. 2000), the eruption of cool
filament material supported by concave-up sections of twisted
magnetic field in a flux rope (Gibson & Fan 2006), J-shaped flare
ribbons that hook around the feet of flux ropes (Janvier et al.
2014), teardrop shaped cavities (Gibson & Fan 2006), and signs
of the classic three-part structure of a flux rope CME in white
light coronagraph images (Illing & Hundhausen 1985). We use
base-difference processed 211 Å AIA images to identify coro-
nal dimmings, 304 Å AIA images to look for filaments, 1600
Å AIA images to examine flare ribbons, 195 Å EUVI im-
ages to find coronal cavities, and white light observations from
SOHO/LASCO C2 and STEREO COR2 to study the structures
of CMEs. Jet-like eruptions, exhibiting thin angular widths in
EUV corona and white light coronagraph observations, are not
included in our final list of CMEs because these eruptions are
thought to be initiated by magnetic reconnection rather than an
ideal instability (Shibata et al. 1992; Wyper et al. 2018).

4. Results

To understand how CME productivity changes throughout the
life of an active region, we compare the critical height to the to-
tal magnetic flux over time and record the times of CMEs. We
identify a number of trends that occur often across the sample of
regions studied, linking the changing magnetic flux to changes
in the critical height. Furthermore, we examine the correlation
between the critical height and mean separation of magnetic po-
larities in active regions.

4.1. Phases of magnetic flux and critical height evolution

The observed lives of the active regions are divided into distinct
phases based on whether the magnetic flux and the critical height
are increasing, decreasing, or relatively flat, as detailed in Sec-
tion 3.2 and illustrated in Figure 2.

We observe 2362 hours where both the unsigned magnetic
flux and critical height are increasing, 2066 hours where the un-
signed magnetic flux is decreasing whilst the critical height in-
creases, 1237 hours during which the unsigned flux increases

1 https://cdaw.gsfc.nasa.gov/CME_list/
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Fig. 2. Unsigned active region magnetic flux (solid black curve) and
critical height (dashed blue curve) in HARP 5880 against time. Initially,
the magnetic flux decreases and the critical height increases (phase
shaded in pink), then magnetic flux begins to increase and the critical
height falls (shaded orange). As flux emergence continues, the critical
height increases once more (shaded purple). The onset time of the CME
observed in this region is given by the vertical black line.

Table 2. Total number of hours across the sample of 42 active regions
that showed increasing, decreasing, or flat unsigned magnetic flux and
critical height.

No. of Critical Height
Hours Inc. Dec. Flat All

Inc. 2362 1237 141 3740
Mag. Dec. 2066 1034 47 3147
Flux Flat 29 35 0 64

All 4457 2306 188 6951

and the critical height falls, and 1034 hours where both the un-
signed flux and critical height decrease. Additionally, there are
252 hours during which either the unsigned flux or the critical
height does not consistently increase or decrease (they are ap-
proximately ‘flat’ for some time). These values are presented in
Table 2.

Across the data set of 42 active regions, we identify 56 indi-
vidual phases with both increasing unsigned magnetic flux and
increasing critical height, 41 phases of decreasing unsigned flux
and increasing critical height, 40 phases of increasing flux and
decreasing critical height, and 25 phases of decreasing unsigned
flux and critical height. Accounting for the total numbers of
hours in each of these phase types, we see that the type of phase
with the longest average duration is those with decreasing un-
signed magnetic flux and increasing critical height, with a mean
of 50.4 hours per phase. Second longest are the increasing flux
and increasing critical height phases, at 42.2 hours, and in third,
the phases with decreasing unsigned flux and decreasing critical
height, at 41.4 hours. The shortest phase type is the kind with
increasing unsigned flux and decreasing critical height, lasting
30.9 hours on average.

For completeness, there were 6 phases of increasing flux and
flat critical height, 2 phases of decreasing flux and flat criti-
cal height, 1 phase of flat flux with increasing critical height, 2
phases of flat flux and decreasing critical height, and no phases
where both the flux and critical height were flat. We do not
include the mean durations of these phases in the comparison

Table 3. Number of CMEs erupting during phases of increasing, de-
creasing, or flat total magnetic flux and critical height.

No. of Critical Height
CMEs Inc. Dec. Flat All

Inc. 25 8 0 33
Mag. Dec. 9 5 0 14
Flux Flat 0 0 0 0

All 34 13 0 47

Fig. 3. Distribution of critical heights recorded at the onset times of
CMEs using 10 Mm bin widths.

above due to the relatively small number of phases and hours
available.

4.2. Observed CMEs

In total, we identify 47 CMEs during the studied lives of the
active regions that match the observational criteria outlined in
Section 3.3. We observe 25 CMEs during phases where both the
unsigned magnetic flux and the critical height are increasing, 9
CMEs at times where the unsigned flux is decreasing and the
critical height is increasing, 8 CMEs when magnetic flux is in-
creasing and critical height is decreasing, and 5 CMEs when both
the unsigned flux and critical height are decreasing. No CMEs
are observed during phases where either the unsigned magnetic
flux or the critical height is ‘flat’. This information is presented
in Table 3. These data show more than twice as many CMEs oc-
curring during phases of increasing magnetic flux than in phases
of decreasing flux, and more than two and a half times as many
CMEs at times when the critical height is increasing than when
it is decreasing.

We record the critical height at the onset time of each CME
in Table 1, and visualise the full distribution of values in Figure
3. The critical height at CME onset is most commonly between
40 Mm and 50 Mm, with a mean value 43 ± 8 Mm, although
values as high as 67±15 Mm and as low as 23±7 Mm are found.
We find no significant dependence of the mean critical height at
CME onset on the phase type of the source active region, with
a mean critical height at CME onset of 44 ± 6 Mm in phases of
increasing flux and increasing critical height, 42 ± 6 Mm when
flux is decreasing and critical height is increasing, 42 ± 7 Mm
when flux is increasing and critical height is decreasing, and 40±
15 Mm when both flux and critical height are decreasing.
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Table 4. Average rate of CMEs per 100 hours during phases of increas-
ing, decreasing, or flat unsigned magnetic flux and critical height.

CMEs per Critical Height
100 Hours Inc. Dec. Flat All

Inc. 1.06 0.65 0.00 0.88
Mag. Dec. 0.44 0.48 0.00 0.44
Flux Flat 0.00 0.00 0.00 0.00

All 0.76 0.56 0.00 0.68

Notes. These rates are obtained as ratios of the numbers of CMEs from
Table 3 to the numbers of (100) hours from Table 2.

4.3. CMEs per phase hour

The CME productivity of an active region can be thought of in
terms of its whole lifetime, but in operational and observational
scientific contexts, it is also interesting to know how frequently
a region will produce CMEs in any given interval of time. When
we look at the phases in this way, we observe 1.06 CMEs per 100
hours during phases where both the unsigned magnetic flux and
the critical height are increasing, 0.44 CMEs per 100 hours in
phases of decreasing magnetic flux and increasing critical height,
0.65 CMEs per 100 hours when magnetic flux is increasing and
critical height is decreasing, and 0.48 CMEs per 100 hours when
both the magnetic flux and critical height are decreasing. As
stated in the previous section, no CMEs are observed during
phases where the unsigned magnetic flux or critical height evolve
flatly. These values are presented in Table 4.

We see that twice as many CMEs erupt on average per unit
time during phases of increasing unsigned magnetic flux than
when flux is decreasing (0.88 vs 0.44 CMEs per 100 hours).
Furthermore, there are 36% more CMEs per unit time during
phases where the critical height is increasing than when it is de-
creasing (0.76 vs 0.56 CMEs per 100 hours). The phase type
with the highest rate of CMEs is those with increasing unsigned
magnetic flux and increasing critical height (1.06 CMEs per 100
hours), and the lowest CME rate occurs during phases of de-
creasing magnetic flux and increasing critical height (0.44 CMEs
per 100 hours). The CME rate is almost as low in phases of de-
creasing flux and decreasing critical height (0.48 CMEs per 100
hours), and moderate CME rates are observed in phases where
the unsigned magnetic flux increases and the critical height de-
creases (0.65 CMEs per 100 hours).

4.4. The effect of magnetic complexity

As introduced in Section 3.2, we further sub-categorise our re-
sults according to the Mount Wilson class of each active region
to examine the effect of magnetic complexity on our results. If
an active region has a class of α or β on a given day, we classify
the phase hours and CMEs from that day as occurring in a mag-
netically simple regime, whereas on days where an active region
has a γ or δ classification, phase hours and CMEs are categorised
as magnetically complex. There are some days on which a stud-
ied active region does not have a designated Mount Wilson class,
and phase hours and CMEs from these periods are counted sep-
arately.

On days where the active regions were magnetically sim-
ple (complex), we studied 1019 (991) hours where both the un-
signed magnetic flux and critical height were increasing, 1230
(636) hours in which magnetic flux decreases whilst the criti-
cal height increases, 558 (433) hours where the magnetic flux

Table 5. Total number of hours, number of CMEs, and rate of CMEs
per 100 hours during phases of increasing, decreasing, or flat unsigned
magnetic flux and critical height in magnetically simple (α or β) active
regions.

No. of Critical Height
Hours Inc. Dec. Flat All

Inc. 1019 558 87 1664
Mag. Dec. 1230 637 3 1870
Flux Flat 29 26 0 55

All 2278 1221 90 3589
No. of Critical Height
CMEs Inc. Dec. Flat All

Inc. 3 2 0 5
Mag. Dec. 2 1 0 3
Flux Flat 0 0 0 0

All 5 3 0 8
CMEs per Critical Height
100 Hours Inc. Dec. Flat All

Inc. 0.29 0.36 0.00 0.30
Mag. Dec. 0.16 0.16 0.00 0.16
Flux Flat 0.00 0.00 0.00 0.00

All 0.22 0.25 0.00 0.22

Notes. The rates of CMEs per 100 hours in the bottom part of the table
are obtained as ratios of the numbers of CMEs from the middle part of
the table to the numbers of (100) hours from the top section of the table.

increases alongside a decreasing critical height, and 637 (332)
hours where both the unsigned magnetic flux and the critical
height are decreasing. There are a total of 145 (53) hours where
one or both of the unsigned magnetic flux and critical height are
approximately flat, and a total of 917 hours where the active re-
gions have no designated class.

During these magnetically simple (complex) periods, we ob-
serve 3 (22) CMEs in phases with increasing unsigned flux and
increasing critical height, 2 (7) CMEs in phases of decreasing
magnetic flux and increasing critical height, 2 (6) CMEs dur-
ing periods of increasing flux and decreasing critical height, and
1 (4) CMEs when both the unsigned magnetic flux and critical
height are decreasing. There are no CMEs during periods of flat
magnetic flux and/or critical height evolution, regardless of mag-
netic complexity, and no CMEs observed from active regions at
times when they do not have a defined Mount Wilson class. This
information is presented in Tables 5 & 6.

Although we observed more hours of data in which the active
regions have simple magnetic configurations, there are far more
CMEs from magnetically complex active regions (8 CMEs in
3589 hours vs 39 CMEs in 2445 hours, respectively). This nat-
urally leads to the expected result that more CMEs erupt from
magnetically complex active regions per unit time than from
simple active regions (1.60 vs 0.22 CMEs per 100 hours). In
fact, the CME rates per 100 hours are systematically higher for
each type of phase when active regions are complex than when
they are simple.

At times when active regions are magnetically simple, we see
higher rates of CMEs when unsigned magnetic flux is increas-
ing rather than decreasing (0.30 vs 0.16 CMEs per 100 hours),
and when the critical height is decreasing rather than increasing
(0.25 vs 0.22 CMEs per 100 hours). The type of phase with the
highest rate of CMEs is that with increasing magnetic flux and
decreasing critical height (0.36 CMEs per 100 hours), and the
joint lowest are when magnetic flux is decreasing and the criti-
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Table 6. Total number of hours, number of CMEs, and rate of CMEs
per 100 hours during phases of increasing, decreasing, or flat unsigned
magnetic flux and critical height in magnetically complex (γ or δ) active
regions.

No. of Critical Height
Hours Inc. Dec. Flat All

Inc. 991 433 26 1450
Mag. Dec. 636 332 19 987
Flux Flat 0 8 0 8

All 1627 773 45 2445
No. of Critical Height
CMEs Inc. Dec. Flat All

Inc. 22 6 0 28
Mag. Dec. 7 4 0 11
Flux Flat 0 0 0 0

All 29 10 0 39
CMEs per Critical Height
100 Hours Inc. Dec. Flat All

Inc. 2.22 1.39 0.00 1.93
Mag. Dec. 1.10 1.20 0.00 1.11
Flux Flat 0.00 0.00 0.00 0.00

All 1.78 1.29 0.00 1.60

Notes. The rates of CMEs per 100 hours in the bottom part of the table
are obtained as ratios of the numbers of CMEs from the middle part of
the table to the numbers of (100) hours from the top section of the table.

cal height is either increasing or decreasing (0.16 CMEs per 100
hours in each).

At times when regions are magnetically complex, we see
much higher rates of CMEs when unsigned magnetic flux is in-
creasing than when it is decreasing (1.93 vs 1.11 CMEs per 100
hours), and when the critical height is increasing rather than de-
creasing (1.78 vs 1.29 CMEs per 100 hours). The phase type
with the highest rate of CMEs is that with increasing magnetic
flux and increasing critical height (2.22 CMEs per 100 hours),
and the lowest is when magnetic flux is decreasing and the criti-
cal height is increasing (1.10 CMEs per 100 hours).

4.5. Critical height vs polarity separation

We take the time-averages of the critical height and polarity sep-
aration over the observed life of each active region and plot them
against each other in Figure 4. To study the relationship between
these quantities, we use a least-squares method to fit linearly to
the data. Fitting to all 42 events, we find a slope of 0.47 ± 0.03,
and fitting to only the 34 bipolar events where we are confident
in the polarity separation method gives a slope of 0.52 ± 0.04.
This suggests that the critical height in an active region is, on
average, approximately equal to half of the separation between
magnetic polarities.

5. Discussion

Of the two quantities we examine here, we find that the evolution
of magnetic flux in an active region is the stronger indicator of
CME likelihood per unit time. CMEs were twice as likely to
occur per unit time during phases of increasing magnetic flux
than during phases of decreasing magnetic flux (0.88 vs 0.44
CMEs per unit time). There also seems to be a weaker preference
for CME occurrence during phases when the critical height is
increasing than when it is decreasing (0.76 vs 0.56 CMEs per

Fig. 4. Mean critical height (hc) against mean separation between mag-
netic polarities (d), where both quantities are averaged over the ob-
served lives of each active region. 34 of the regions are relatively bipolar
(blue circles), and as such, we expect the determined polarity separa-
tions to be accurate, whereas 8 regions are significantly multipolar (red
crosses), which may cause inaccuracies in calculating the mean separa-
tion of polarities. Two linear fits are provided; one to all 42 data points
(dashed line, slope = 0.47± 0.03, y-intercept = 7.42± 2.25), and one to
only the 37 bipolar regions (solid line, slope = 0.52 ± 0.04, y-intercept
= 4.55 ± 2.27).

100 hours). At times when the magnetic flux is decreasing, the
CME rate is actually slightly higher when the critical height is
decreasing than when it is increasing (0.48 vs 0.44 CMEs per
100 hours), but at times of increasing magnetic flux, there are
significantly more CMEs when the critical height is rising than
when it is falling (1.06 vs 0.65 CMEs per 100 hours; a difference
of 63%). This suggests that the evolution of magnetic flux could
be used as a primary indicator of the predicted CME rate, and
during phases of increasing flux, the critical height could serve
as a secondary predictor.

In magnetically simple active regions, we see relatively few
CMEs, with more CMEs occurring per unit time when unsigned
magnetic flux increases rather than decreases, and when the crit-
ical height decreases rather than increases. However, due to the
small sample number of CMEs, these average CME rates may
be somewhat unreliable. Magnetically complex active regions
produce many CMEs, with significantly more ejections per unit
time when magnetic flux is increasing rather than decreasing,
and when the critical height is increasing rather than decreasing.

Across the full data sample, the type of phase that produced
the most CMEs per unit time is when both the magnetic flux
and the critical height are increasing, with an average of 1.06
CMEs occurring per 100 hours of this type. For the onset of the
torus instability in a flux rope where the local critical height is
rising, the rope must either form above the critical height, or
rise sufficiently quickly in order to reach the increasing height of
instability. These scenarios could indeed occur during phases of
increasing magnetic flux, because flux emergence can trigger the
rise of a low-lying magnetic flux rope (Chen & Shibata 2000) or
(in combination with with photospheric motions) trigger the for-
mation of a flux rope at a relatively high altitude in the corona
(James et al. 2020). It is also possible that another triggering pro-
cess, such as the helical kink instability (Török & Kliem 2005)
helps flux ropes to rise above the critical height, or that these
CMEs are driven by mechanisms other than the torus instability.

The scenario with the second highest rate of CME occur-
rence per unit time in this study is the case where the magnetic
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flux is increasing and the critical height is decreasing, with an
average of 0.65 CMEs per 100 hours. In these phases, the torus
instability could drive CMEs if the critical height drops to the
height of the central axis of a flux rope.

Phases where the total unsigned magnetic flux and critical
height are both decreasing have the third highest CME rate, at
0.48 CMEs per 100 hours. CMEs in these types of phases could
occur when the cancellation of magnetic flux at a PIL builds a
low-lying flux rope, as described by van Ballegooijen & Martens
(1989), and the critical height falls until it meets the flux rope and
initiates a CME.

Finally, phases of decreasing magnetic flux and increasing
critical heights produced the fewest CMEs per unit time, at a
rate of 0.44 CMEs per 100 hours. As mentioned previously, the
decreasing magnetic flux could be compatible with the formation
of a low-lying magnetic flux rope via flux cancellation, and such
a low-lying flux rope would have to undergo a significantly rapid
rise phase in order to reach the increasing critical height.

We note that six of the CMEs occurring during times of in-
creasing unsigned flux and increasing critical height came from
one particularly active 24-hour period in the magnetically com-
plex (βγδ) NOAA active region 11158. If we were to exclude
these CMEs from our analysis, the average rate of CMEs from
this type of phase in complex active regions decreases from 2.22
to 1.61 CMEs per 100 hours, and from all complexities of active
regions, decreases from 1.06 to 0.80 CMEs per 100 hours. In
both of these cases, this type of phase continues to have the high-
est CME rate, and the broader trends remain, too, albeit weaker.
There would still be more CMEs per unit time occurring dur-
ing phases of increasing flux than decreasing flux (1.52 vs 1.11
CMEs per 100 hours for complex active regions and 0.72 vs 0.44
CMEs per 100 hours across all regions), and more CMEs per unit
time when the critical height is increasing than when it is de-
creasing (1.41 vs 1.29 CMEs per 100 hours in complex regions
and 0.63 vs 0.56 CMEs per 100 hours for all regions).

We find a mean critical height at CME onset of 43 ± 8 Mm.
For comparison, Wang et al. (2017) and Baumgartner et al.
(2018) found mean critical heights of 36.3 ± 17.4 Mm and
20.9 ± 9.5 Mm, respectively, at times of eruptive flares. The
spread of critical heights at CME onsets, and the observation of
CMEs both when the critical height is rising and falling, demon-
strates that knowledge of the critical height in an active region is
not wholly sufficient to predict an eruption. Determining whether
a magnetic flux rope has formed and/or risen to a height where
the torus instability can occur is equally important. Therefore,
more work should be done towards understanding these pre-
eruptive magnetic structures. Furthermore, the torus instability
may not drive the eruptions of all observed CMEs. The role
of other mechanisms, such as magnetic breakout reconnection,
should therefore still be considered when determining the mech-
anisms involved in the initiation of CMEs.

In combination with observational analysis of the magne-
tograms used, we see that the different types of phases corre-
spond to different physical conditions in the solar atmosphere.
When an increase in magnetic flux is related to the emergence of
a new bipole into the corona (either into an area of quiet-Sun or a
previously-established active region), we often see a cotemporal
decrease in the local critical height. Conversely, when increasing
magnetic flux is associated with the continuing emergence and
expansion of a bipole that is already well-established in the at-
mosphere, we often observe a cotemporal increase in the critical
height. Phases of increasing unsigned magnetic flux and decreas-
ing critical height were found to have relatively short durations,
at 30.9 hours on average, whereas phases of increasing unsigned

flux and increasing critical height lasted for an average of 42.2
hours. This difference in average phase duration highlights the
contrasting physical scenarios described above, with the earliest
phases of new bipoles emerging into equilibrium coronal mag-
netic fields causing relatively rapid decreases in critical height,
whereas more gradual, continuing emergences of bipoles that al-
ready dominate the coronal field cause steadier rises in critical
height as their associated coronal loops expand.

Further support to the distinct physical scenarios described
above comes from examining the separation of magnetic po-
larities in each active region over time. Török & Kliem (2007)
show that the critical height increases in bipolar regions with
larger separations between each pole, and in our study, we of-
ten see the critical height increasing (decreasing) at the same
time as the separation of active region polarities increases (de-
creases). When new magnetic flux emerges at the central PIL
of an active region, for example between two existing sunspots,
the mean separation of positive and negative flux in the area de-
creases. Furthermore, the newly emerged flux creates a sharp
gradient of magnetic field strength low down in the solar atmo-
sphere, meaning critical values of the decay index occur at lower
heights. On the other hand, as flux continues to emerge, polari-
ties separate from each other and magnetic loops expand higher
into the corona. The vertical gradient in magnetic field strength
lessens as the bipole’s magnetic loops fill higher into the corona
(where there had previously been relatively weak field), causing
the critical height to increase. When magnetic flux is decreas-
ing, the mean separation between magnetic polarities sometimes
increases (e.g. as sunspots disperse due to supergranular flows)
and sometimes decreases (as sunspots converge and undergo flux
cancellation), and the critical height also tends to change in the
same way as the separation.

Since the critical height in an active region is related to the
separation between magnetic polarities, and the emergence and
decay of magnetic flux can cause the separations between po-
larities to change, the evolutions of magnetic flux and critical
height are not independent of each other. This complexity should
be acknowledged when attempting to apply the findings of our
study to the estimation of CME likelihood. However, the result
that, in our sample of 42 active regions, CME rates were 63%
higher during phases of increasing flux and increasing critical
height than during phases of increasing flux and decreasing crit-
ical height is still remarkable.

Our findings support and extend the results of Wang et al.
(2017) and Baumgartner et al. (2018), who showed that, during
two-ribbon solar flares, the active region critical height is propor-
tional to the mean separation between magnetic polarities (with
slopes of 0.54 and 0.4 ± 0.1, respectively). In this work, we take
the mean of the critical height and the polarity separation over
the observed life of each active region, and across the regions
where we are most confident in our methodology (bipolar re-
gions), we find a slope of 0.52 ± 0.04 between the quantities, in
good agreement with the findings of the previous studies. This
demonstrates how the proportionality between polarity separa-
tion and critical height holds well over time, and not only at the
onsets of flaring events. Furthermore, the critical height in an
active region may be approximated at any time as half of the
separation between its magnetic polarities.

6. Conclusions

In our sample of 42 active regions, observed CME rates were
twice as high during phases when the unsigned magnetic flux
through the photosphere was increasing rather than decreasing.
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Separately, CME rates were slightly (36%) higher during phases
when the critical height for the onset of the torus instability
was increasing than when it was decreasing. Examining only
the phases when magnetic flux was increasing, there were sig-
nificantly (63%) more CMEs when the critical height was rising
than when it was falling. Changes in critical height are not inde-
pendent of changes in magnetic flux, and yet our results suggest
that knowledge of the critical height in combination with obser-
vations of emerging or decaying magnetic flux could help fore-
casters of space weather to determine the relative likelihood that
certain active regions are more likely to produce CMEs during a
given time interval than others.

Even without directly quantifying the magnetic decay index
in the solar corona, the critical height in an active region can,
on average be well-approximated as approximately half of the
separation of its magnetic polarities throughout its lifetime. Fur-
thermore, changes in this separation, and therefore changes in
the critical height, can be well-understood in the context of the
evolution of the total magnetic flux in an active region. The emer-
gence of new, compact magnetic bipoles into quiet-Sun regions
or at the central polarity inversion lines of existing active regions
tends to cause the critical height to decrease, whereas the contin-
uing emergence and expansion of established bipoles causes the
critical height to increase.

We find that the critical height at CME onset most commonly
lies between 40 Mm and 50 Mm above the photosphere, with a
mean of 43 ± 8 Mm. However, values ranging from 23 ± 7 Mm
to 67 ± 15 Mm are noted, and we observe CMEs both at times
when the critical height is falling and rising. This suggests that
knowing only the critical height in an active region is insufficient
for predicting CMEs, and therefore more work must be done to
identify and understand the heights of pre-eruptive magnetic flux
ropes in the solar atmosphere if we are to routinely predict their
eruptions as CMEs.
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